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0. Abstract

This study has the purpose of modeling and performing scenario analysis of the Term Structure of Interest Rates (TSIR) with the Nelson and Siegel (N&S) approach. In its essence, this methodology has strong similarities with Principal Components Analysis (PCA), which are illustrated with the results of estimations and simulations presented along the text. In this study, we compare both N&S and PCA in their out-of-sample forecast ability of TSIR. Our approach is to analyze how close the simulated paths of interest rates are to the historical distribution characteristics. Yields, spreads between different maturities and measures of curvature in different parts of TSIR were considered relevant features to be compared. The Nelson and Siegel methodology is reliable to simulate TSIR. With the exception made for skewness and kurtosis, the simulations presented in this work successfully describe the historical distribution of interest rates, spreads and curvatures. This applies to whatever time horizon we choose to make the simulations.

1. Introduction

The term structure of interest rates (TSIR), also often called yield curve, describes the relation between zero coupon interest rates\(^2\) and the corresponding term to maturity. Among other uses, the TSIR provides important information needed in the valuation of financial assets and derivatives, managing financial risk, etc.

The aim of this paper is to assess the predictive ability of different models of TSIR. We are primarily interested in modeling the time series dynamic of TSIR so that we can simulate different random paths that interest rates can follow, and then analyze their probabilistic distribution by computing different descriptive statistics of that distribution. In a government debt management office, this can be useful to compute risk measures such as cost-at-risk\(^3\) or to determine the optimal composition of a benchmark portfolio.

The first difficulty we face when pursuing our target is that TSIR, which is a continuous function of time to maturity, is not directly observable because there are no zero coupon instruments for the whole maturity spectrum.

In reality, even in liquid sovereign debt markets, no more than some points of TSIR are observable. For this reason, if we need an interest rate for a time to maturity for which no instrument is traded, a model of TSIR must be estimated. This need stimulated a huge line of research with the aim of reaching the best possible representation of the entire TSIR from just the few points directly available from market prices.

Despite recent advances in the modeling of TSIR, only in the last decade have efforts been put in forecasting its dynamics or evolution over time. Till then, the concern was primarily to fit the shape of the TSIR, in cross-section, at given moments of time.

---

\(^2\) We identify TSIR with the relationship, at a selected moment in time, between the yields that could be earned in zero-coupon risk-free instruments and the corresponding available maturities. The yield curve concept is more wide-ranging and may refer to coupon or zero coupon rates, and yields may be computed from securities with identical, and not necessarily with the least, credit risk. This definition implies that the yield curve comprises the risk-free zero-coupon curve, or TSIR, as a special case.

\(^3\) Cost-at-risk indicates, with a given probability (usually 95%), the maximum budgetary cost on government debt, for a given period.
Presently, we know that a small number of factors is enough to summarize almost all information contained in the yields of different maturities or the market prices of bills and bonds. For this reason, usually TSIR models are structures composed of a small number of factors and the corresponding weights relating yields of different maturities with those factors.

Out of all of the different methodologies used in the literature, in this study we will only apply the Nelson and Siegel (1987) methodology (N&S) and principal components analysis (PCA), both integrating the suggestion put forward by Diebold and Li (2006).

The first approach, which is very popular among market participants and central banks, is based on fitting the Nelson and Siegel (1987) curve to cross-section data followed by the dynamic modeling of the estimated coefficients’ time series, as proposed by Diebold and Li (2006). Actually, this representation is a three-factor dynamic model related with the level, slope and curvature of TSIR.

The N&S approach makes a restriction on factor weights by imposing on them a predefined parametric structure according to the characteristic equation of this methodology, restraining the variety of admissible shapes that TSIR can take. Even though they seem restrictive, conditions are imposed on factor weights with the sole purpose of keeping adherence with fundamental hypotheses such as positive interest rates and discount factors tending to zero with maturity. These are important features in forecasting TSIR, but are not guaranteed in the PCA methodology.

In PCA, factors and the related weights are jointly estimated only imposing the condition that factors are orthogonal (that is, do not show correlation between them) while no provision is enforced on factors’ weights. This differs from the N&S approach in which factors may be correlated but weights are predetermined. As a result of PCA, only three factors are often enough to explain 95 and 99% of the variance of TSIR. Furthermore, the three principal components can be interpreted as level, slope and curvature because they are related to a long-term rate; the spread between short and long-term rates; and a medium-term rate minus an average of short and long-term rates, respectively.

Albeit different in their formulation, estimations and simulations by both methodologies give similar results suggesting that they are closely related. In this study, we compare their out-of-sample forecast ability of TSIR. Our approach is to analyze how close the simulated paths of interest rates are to the historical distribution characteristics. Yields, spreads between different maturities and measures of curvature in different parts of TSIR were considered relevant features to be compared.

This paper is organized in two parts. In the first part, the two methodologies under study will be characterized. The second part presents estimation results and simulations of TSIR with both methodologies.
Part I: Theoretical Analysis

The next section defines the notation used in the rest of the text. In section 3, a non-exhaustive classification of TSIR models in different categories is attempted, with the aim of differentiating PCA and N&S methodologies from alternative approaches of TSIR modeling. Sections 4 and 5 describe in detail PCA and N&S approaches and related estimation methods.

2. Discount Factors, Forward Rates and Spot Rates

Discount factors, forward rates and spot rates are equivalent representations of TSIR so that it is important to define the notation that will be used hereafter.

Let \( y_t(\tau) \) be the continuously compounded (zero coupon) spot rate, at moment \( t \), for maturity \( \tau \). Then:

- The associated discount factor will be equal to \( P_t(\tau) = e^{-y_t(\tau)\tau} \); it starts at 1 for maturity zero and tends asymptotically to zero when maturity tends to infinity.
- The instantaneous forward rate will be equal to \( f(\tau) = -\frac{1}{P_t(\tau)} \frac{dP_t(\tau)}{d\tau} \).
- The spot rate, as a function of the forward rate, will be given by \( y_t(\tau) = \frac{1}{\tau} \int_0^\tau f_t(u) du \).

3. A non-exhaustive Classification of Models

In modern theory, the two broad classes commonly used to systematize models of TSIR are the equilibrium or fundamental models and no-arbitrage models, also known as reduced-form models. The models considered in this study pertain to another class of models identified as empirical or statistical models. This classification primarily pretends to emphasize the differences between N&S and PCA approaches, and the more traditional models. A more comprehensive systematization of models is beyond the scope of this paper.

3.1. Equilibrium Models

In equilibrium models, TSIR is derived theoretically, assuming consumer’s utility maximization and sometimes production functions. The time series dynamics of instantaneous interest rates, given by these models, follow a stochastic differential equation. Interest rates of other maturities are obtained by assuming an affine term structure model and some hypothesis regarding market price of risk. For that reason, these
models somewhat disregard the cross-section fit of TSIR and show limited forecast ability. Vasicek (1977) and Cox, Ingersoll and Ross (1985) models pertain to this class of models. Duffie and Kan (1996) provided a multifactor generalization of these models.

3.2. No-Arbitrage Models

Alternatively, no-arbitrage models (such as Hull and White, 1990 and Heath, Jarrow and Morton, 1987) were designed to be perfectly consistent with current TSIR by assuming a functional representation of TSIR that is numerically tractable. No-arbitrage models are estimated under the constraint that the dynamic evolution of interest rates is consistent over time with the shape of TSIR at any given point in time so as to preclude any arbitrage opportunity. While no arbitrage models are flexible modeling tools, they lack economic motivation. On the other hand, while they can attain a good fitting of TSIR to the market data in cross-section, its time series dynamics is rather captured. To obviate this problem some literature suggests doing a recalibration of models frequently.

The remaining models can be grouped in a third class denominated by empirical or statistical models. This category includes, for instance, the spline models based on a piecewise smooth fitting of polynomial functions; the parsimonious models (which include the N&S model) characterized by a functional form with a small number of parameters; and PCA models that are the outcome of the application of this statistical technique to TSIR.

3.3. Empirical Models

McCulloch (1971, 1975) introduced the use of mathematical functions such as polynomials to empirically fit the discount function at given moments of time. After that, several functions were proposed to fit TSIR as a function of discount factors, spot or forward interest rates.

According to the methodology known as “cubic spline”, if maturities spectrum is divided in different ranges, TSIR may be represented by a different third-order polynomial in each of these ranges. Problems may arise in knot points, that is, where polynomials change. In order to guarantee that TSIR is continuous and smooth over all maturities, the polynomial coefficients of two consecutive ranges are estimated subject to the condition that, at knot points, first derivatives must be equal and second derivatives too, simultaneously.

This methodology is flexible enough to fit TSIR with complex shapes. Because it is determined by observations in each group (and the contiguous ones), the more partitions we define the better will be the fit to the observations. Nevertheless, overfitting – as a result of defining too many partitions in the maturity space – may result in inappropriate shapes for TSIR such as those that imply negative forward interest rates. To fix this problem, Fisher et al. (1995, 1996) proposed to fit TSIR directly in forwards rates in place of spot rates or discount factors, and instead of “regression splines” they suggest to use “smoothing splines” so as to preclude overfitting that produces strange shapes in TSIR.
Considering the literature, although it has been successfully used to fit TSIR in cross-section, this methodology is not used to forecast or simulate the future evolution of TSIR. There seem to be some reasons behind this fact. On the one hand, the definition of knot points at each moment of time is always a subjective task. On the other, it is not straightforward to interpret the estimated polynomial coefficients and to model them in time series is even more complicated. These difficulties together make it unfeasible to use cubic splines to forecast or simulate interest rates in an effective way.

The most important shortcoming of spline models is the great number of parameters to be estimated. This is a considerable limitation because market participants and central banks prefer to fit parsimonious functions on the number of parameters and easy to implement. According to BIS (2005), nine of the thirteen central banks covered by their study have been using the Nelson and Siegel methodology or the Svensson (1994) extension, which are functions of TSIR with only four and five coefficients, respectively.

Recently, this kind of models has gained a new impulse with Diebold and Li (2006), who interpret the coefficients of Nelson and Siegel function as latent factors (alike those obtained by PCA) and model them as autoregressive processes obtaining promising results when they forecast TSIR one step ahead. In the same line of research, Diebold, Rudebusch and Aruoba (2005) and Diebold, Piazzesi and Rudebusch (2005) incorporate macroeconomic variables related with factors that would help in forecasting.

4. Principal Components Analysis

Principal components analysis (PCA) is a statistical technique to decompose a set of correlated variables into factors by means of identifying common behavior patterns. Through an analysis of relations between variables in the system, PCA tries to reproduce them with a smaller number of variables, by taking advantage of redundant information. In other words, PCA intends to reduce the problem dimensionality, with little loss of information, making it more comprehensible.

The basic idea of PCA is to generate a new set of variables that are linear combinations of the former set and account for most of the variance of the original set. The transformed variables are called principal components or factors and are orthogonal between them. This means that the only non-null cells of the covariance matrix are the diagonal variances, with obvious computational advantages.

Provided that there is a strong relationship between interest rates for different maturities, PCA can simplify TSIR by making use of only a small number of independent factors. Stock and Watson (1988), and Litterman and Scheinkman (1991) were the pioneers in applying PCA to the study of TSIR. Using United States data, their work identifies three factors accountable for 98% of interest rate variance. Those factors are responsible for movements in the level, steepness and curvature of TSIR.

4.1. Methodology characterization
Interest rates for different maturities are highly correlated. This means that there are only some few independent sources of information shared by all variables in the multivariate system called TSIR. PCA is a statistical method for extracting uncorrelated sources of variation, making it possible to represent the information of a $n \times k$ matrix as a linear combination of $k$ uncorrelated variables, called factors or principal components. It also computes the proportion of variance of the original matrix that is explained by each principal component.

The purpose of PCA is to reduce dimensionality so that only the most relevant sources of information are considered through the first $m$ principal components, those that explain the most important part of variance of TSIR. Furthermore, the principal components are orthogonal, thus their covariance matrix is diagonal: we only have to compute $m$ variances instead of $k(k+1)/2$ elements of the $k \times k$ matrix of variances and covariances of the original system.

The advantage of PCA is that the system will be a function of only $m$ variables instead of $k$, which simplifies tremendously calculations and sources of uncertainty, with little loss of accuracy.

PCA is based on the analysis of eigenvalues and eigenvectors of $V = X'X/T$, a $k \times k$ symmetric matrix of correlations between variables in $X$. Each principal component is a linear combination of columns in $X$, the weights $(w_{1m}, w_{2m}, ..., w_{km})$ being selected so that:

- The first principal component explains the greatest part of total variance in $X$; the second principal component explains the greatest part of the remaining variance, and so on.
- The principal components are uncorrelated.

This can be attained selecting the weights from the eigenvectors of the correlation matrix.

Denoting by $W$ the $k \times k$ eigenvectors matrix of $V$, we have:

$VW = WL$,  

where $L$ is $k \times k$ diagonal matrix of eigenvalues of $V$. If $W = (w_{i,j})$ for $i, j = 1, ..., k$, then the $m$-th column of $W$, represented by $w_m = (w_{1m}, w_{2m}, ..., w_{km})$ is the $k \times 1$ eigenvector associated to the eigenvalue $\lambda_m$.

Once the eigenvectors of the correlation matrix have been obtained, the next step is to sort them according to the eigenvalues, from the greatest to smallest. This gives us the principal components by their significance order.

If we sort the columns of $W$ ascendingly by the associated eigenvalues $\lambda_1 > \lambda_2 > ... > \lambda_k$ then the $m$-th principal component is given by:

$p_m = w_{1m}X_1 + w_{2m}X_2 + ... + w_{km}X_k = Xw_m,
where $X_i$ represents the $i$-th column of $X$, i.e., the historical data of the standardized variable $i$. Each principal component is a linear combination of the variables represented in the system. In matrix notation, the $T \times m$ matrix of principal components which has $P_m$ in the $m$-th column, may be represent by:

$$P = XW.$$ 

Owing to the sorting of columns of $W$, principal components thus obtained are sorted too, so that $P_1$ is associated to eigenvalue $\lambda_1$, $P_2$ to $\lambda_2$, etc. According to PCA methodology, the eigenvalues are equal to the proportion of variance explained by each factor. The variance of the first principal component is equal to the maximum eigenvalue, the variance of the second principal component is equal to the second highest eigenvalue and so on and so forth. Thus, the proportion of total variance that is explained by the $m$-th principal component is equal to $\frac{\lambda_m}{\sum_{i=1}^{k} \lambda_i}$. However, because in the case of standardized variables, the sum of eigenvalues is equal to the number of variables, the proportion of variance explained by the $n$ first principal components is equal to $\frac{\sum_{i=1}^{n} \lambda_i}{k}$. As $W^* = W^{-1}$, then $X = PW^*$, that is,

$$X_i = w_{i1}P_1 + w_{i2}P_2 + \ldots + w_{ik}P_k.$$ 

Each vector of data may be described as a linear combination of principal components. All $k$ principal components would be necessary to explain entirely the total variance of the system. It is customary to consider only the most significant principal components because they are sufficient to explain the most important part of that variance with little loss of information that will be the lesser, the smaller the eigenvalues associated to the excluded principal components.

### 4.2. Some Considerations on Data Standardization and Stationarity

Due to the fact that PCA is not scale invariant, the data to be used should be standardized (that is, have zero mean and unit variance) so that principal components are not dominated by the variable with the greatest variance. Therefore, PCA should be implemented with variables subtracted from their mean and divided by their standard deviation.

Another important consideration relates to the consequences of non-stationarity of data for the computation of principal components. According to Machado et al. (2001), although this technique was initially developed under the assumption of stationarity, PCA is still applicable with non-stationary variables. With regard to the standardization, it is adequate when the original variables are stationary. However, when variables are integrated of order one and some of the series exhibit strong increasing or decreasing trends, the common standardization is no longer recommended because variance is no longer a good measure of volatility.

---

4 It is customary to previously standardize the original series in order to get comparable data if the variances of variables differ much, or if the units of measurement of the variables differ. Otherwise, we actually can have PCA implemented in both ways: if we proceed
The question of whether interest rates can be characterized as mean-reverting or unit root processes, that is, as stationary or non-stationary processes, is controversial in literature. If interest rates contain unit roots, then shocks in interest rates are permanent and their effects will persist in the course of time. On the other hand, if interest rates can be characterized as stationary processes, then innovations are transitory and are expected to be reversed after a while. Following this reasoning, and given that interest rates are bounded by zero and should not tend to infinity, we should be expecting that empirical studies would lead to the conclusion that interest rates are stationary.

Nevertheless, the first studies on unit-root tests reported that the unit root hypothesis could not be rejected and, as a result, the assumption that interest rates are non-stationary has, in fact, been taken as established in the following research. More recently, some doubts were raised concerning the power of unit roots tests\(^5\) under certain circumstances. According to the latter evidence, the failure to reject unit-root hypotheses seems to be more the result of lack of power of standard tests rather than being evidence against stationarity of interest rates. For this reason, a stationarity analysis of nominal interest rates is beyond the scope of this paper. Nevertheless, even if interest rates should be considered as non-stationary, this should not prevent us from applying the usual standardization because the existence of differences in trends does not seem relevant in interest rates for different maturities.

### 4.3. Monte Carlo Simulation using PCA

The basic idea is to apply Monte Carlo simulation to generate the future distribution of TSIR according to the PCA representation. To achieve that goal, we must model the time series behavior of factors and different methodologies can be used. We will only refer to random walk (RW), autoregressive (AR) and vector autoregressive (VAR) processes.

As shown in PCA methodology characterization, by definition, we have:

$$P = XW,$$

where \(P\) represents the principal components, \(X\) stands for the original data standardized and \(W\) is the eigenvectors matrix.

Since the eigenvectors matrix is orthogonal, by multiplying both sides of the late equation by \(W'\), we get:

$$PW' = XWW' = X \text{ or } X = PW'. $$

By letting \(x_{1t}, x_{2t}, \ldots, x_{nt}\) stand for the changes in standardized daily interest rates for different \(n\) maturities and letting \(\rho_1, \rho_2, \ldots, \rho_3\) stand for the three factors, we attain the following matrix notation to represent the changes in interest rates:

$$x_{it} = w'_{1i} \rho_1 + w'_{2i} \rho_2 + w'_{3i} \rho_3 + \xi_i \text{ for } i = 1, \ldots, n \text{ where } \xi_i \text{ is the error motivated by only considering three factors in the model and } w'_{1i}, w'_{2i} \text{ and } w'_{3i} \text{ are the sensibilities of each interest rate to the factors.}$$

\(^5\) The most popular unit root tests are the augmented Dickley and Fuller (ADF) and Phillips and Perron (PP) tests.
We consider that the first three principal components are the risk factors and the rest of the variance of interest rates is a noise.

In order to model the dynamics of $x_t$, the time series properties of factors $(\rho_{1t}, \rho_{2t}, \rho_{3t})$ must be analyzed. We will consider three different models: a random walk, a first-order autoregressive process, $AR(1)$, which can be demonstrated to exhibit mean reversion, and a first-order vector autoregressive process, $VAR(1)$, that also considers the interrelations between factors.

Once we have estimated the models, it is enough to generate random numbers according to the normal distribution and simulate the three factors $(\rho_{1t}, \rho_{2t}, \rho_{3t})$ dynamics. In the case of PCA, because correlation between $\rho_{1t}, \rho_{2t}, \rho_{3t}$ is equal to zero, by construction, the simulation can be independent, i.e., $AR(1)$ and $VAR(1)$ should return the same results, if errors are independent.

It should be noticed that the interest rates resulting from simulation are standardized. For that reason, to return to the original vector, standardized interest rates must be multiplied by the standard deviation and added to the mean.

5. The Nelson and Siegel approach

Nelson and Siegel (1987) (N&S) proposed to fit TSIR using a smooth and flexible function capable of representing, with a small number of parameters – the reason why we included it in the parsimonious models class – a large variety of typical shapes that TSIR can take in the course of time. Even knowing that the Nelson and Siegel function has more empirical than theoretical motivation, its widespread use by market players and central banks is irrefutable proof of its popularity.

Several extensions to N&S, such as Svensson (1994) and Bliss (1996) have been proposed, in order to add in more flexibility in the estimation and to adequately fit more complicated shapes of TSIR. It is obvious that models with more factors cannot fit worse than less flexible models, however they impose a burden in terms of further difficulties in the estimation.

The model parameters, assumed to be time-changing, are estimated for each cross-section sample at equal time intervals depending on the frequency of observations. In the literature, frequency of observations usually ranges from daily to monthly. Since variations in parameters are related to changes in the shape of TSIR, following the results of Diebold and Li (2006), if we apply time series estimation methods to model and simulate the parameters, we will also be able to forecast the future evolution of TSIR.
5.1. Nelson and Siegel (1987)

In the parametric model proposed by Nelson and Siegel, the relationship between interest rates and maturity is derived from the assumption that spot rates follow a 2nd order differential equation and that forward rates, being forecasts of future spot rates, are the solution of that equation with two identical real roots.

The instantaneous forward rates, in moment \( t \) and maturity \( \tau \) are represented by the following exponential expansion:

\[
f_t(\tau) = \beta_{1,t} + \beta_{2,t} e^{-\tau/\lambda_t} + \beta_{3,t} e^{-\tau/\lambda_t} \tau/\lambda_t.
\]

Integrating from 0 to \( \tau \), we get the spot rates function:

\[
y_t(\tau) = \frac{1}{\tau} \int_0^\tau f_t(m) \, dm = \beta_{1,t} + \beta_{2,t} \left( \frac{1 - e^{-\tau/\lambda_t}}{\tau/\lambda_t} \right) + \beta_{3,t} \left( \frac{1 - e^{-\tau/\lambda_t}}{\tau/\lambda_t} - e^{-\tau/\lambda_t} \right)
\]

where \( \tau \) stands for maturity and \( \beta_{1,t}, \beta_{2,t}, \beta_{3,t} \) and \( \lambda_t \) stand for the four parameters to be estimated.

This framework has the adequate features to capture the usual shapes of TSIR. One of them is that limits exist for interest rates of very long and short maturities. In spot as well as forward rates function, the parameters have the following interpretations. For long maturities, interest rates tend asymptotically to \( \beta_{1,t} \) (i.e., the very long-term interest rate), \( \beta_{2,t} + \beta_{3,t} \) is the initial value of the curve (i.e., the instantaneous interest rate) and the spread between long and short-term interest rates is equal to \( -\beta_{2,t} \) (i.e. the average slope). Parameters \( \beta_{3,t} \) and \( \lambda_t \) have no direct economic interpretation but determine the way the transition between the short and long ends of the curve is made and are responsible for the hump that TSIR presents. The magnitude of the hump is determined by the \( \beta_{3,t} \) value while the orientation of the hump is determined by its sign: if \( \beta_{3,t} < 0 \) then the hump will present a “U” shape and if \( \beta_{3,t} > 0 \) it will look like an inverted “U”. If \( \beta_{3,t} \) is approximately zero, instead of a maximum or minimum, TSIR will be a monotone increasing or decreasing function depending on whether \( \beta_{2,t} \) is negative or positive, respectively.

The velocity at which interest rates move toward their long-term value is determined by the decay parameter \( \lambda_t \), which is equal to the maturity for which the weight associated to factor \( \beta_{3,t} \) in the forward rates function is maximized. Furthermore, the forward rate has an extreme value for \( \tau = \left( 1 - \frac{\beta_{2,t}}{\beta_{3,t}} \right) \lambda_t \). The smaller (greater) \( \lambda_t \) is, the smaller (greater) will be the maturity for which forward rates reach their extreme value and the faster (later) they will converge to the long-term value.

Since interest rates must be strictly positive, the model will make sense only if the following conditions are imposed:
\[ \beta_{1,t} > 0 \]
\[ \beta_{1,t} + \beta_{2,t} > 0 \]
\[ \lambda_t > 0 \]

The first two inequalities guarantee that both short and long-term limits of TSIR are positive while the third inequality is in accordance with the function having a long-term asymptote.

5.2. Bliss (1996) and Svensson (1994) Extensions to Nelson and Siegel

Despite the fact that the Nelson and Siegel model is able to reproduce a great variety of TSIR shapes, more flexible mathematical functions have been proposed in the literature with the aim of fitting even better to the shapes observed in the market. We only detail the extensions to Nelson and Siegel proposed by Bliss (1996) and Svensson (1994).

The improvement proposed by Bliss (1996) is to allow components associated to steepness and curvature to depend on different decay parameters: \( \lambda_{1t} \) and \( \lambda_{2t} \). The corresponding forward rate function is:

\[ f_t(\tau) = \beta_{1,t} + \beta_{2,t} e^{-\tau/\lambda_{1t}} + \beta_{3,t} e^{-\tau/\lambda_{2t}} + \beta_{4,t} e^{-\tau/\lambda_{2t}} \]

so that spot rates curve will be represented by:

\[ y_t(\tau) = \beta_{1,t} + \beta_{2,t} \left( \frac{1 - e^{-\tau/\lambda_{1t}}}{\tau/\lambda_{1t}} \right) + \beta_{3,t} \left( \frac{1 - e^{-\tau/\lambda_{2t}}}{\tau/\lambda_{2t}} - e^{-\tau/\lambda_{2t}} \right). \]

In case \( \lambda_{1t} = \lambda_{2t} \), Bliss curve reduces to the Nelson and Siegel one.

Svensson (1994) suggests the inclusion of an additional factor with an independent decay parameter to bring in a second hump that would result in a better fitting to existing TSIR. The resulting forward rates curve is:

\[ f_t(\tau) = \beta_{1,t} + \beta_{2,t} e^{-\tau/\lambda_{1t}} + \beta_{3,t} e^{-\tau/\lambda_{1t}} \frac{\gamma_t}{\lambda_{1t}} + \beta_{4,t} e^{-\tau/\lambda_{1t}} \frac{\gamma_t}{\lambda_{2t}}. \]

and the associated spot rates curve is:

\[ y_t(\tau) = \beta_{1,t} + \beta_{2,t} \left( \frac{1 - e^{-\tau/\lambda_{1t}}}{\tau/\lambda_{1t}} \right) + \beta_{3,t} \left( \frac{1 - e^{-\tau/\lambda_{1t}}}{\tau/\lambda_{1t}} - e^{-\tau/\lambda_{1t}} \right) + \beta_{4,t} \left( \frac{1 - e^{-\tau/\lambda_{1t}}}{\tau/\lambda_{2t}} - e^{-\tau/\lambda_{2t}} \right). \]

When \( \beta_{4,t} = 0 \), the Svensson curve reduces to the Nelson and Siegel one.
When \( \lambda_{zt} = \lambda_{zt} \), the Svensson curve reduces to Nelson and Siegel but with a factor associated to curvature equal to \( \beta_{zt} + \beta_{zt} \), i.e., the curvature effect is distributed through two parameters. When estimating, if we arrive at \( \lambda_{zt} = \lambda_{zt} \), a multicollinearity problem arises.

5.3. Nelson and Siegel as a 3-Factor Dynamical Model

Originally, the Nelson and Siegel model was designed to fit the entire TSIR in a static approach, cross-sectionally, at selected moments of time. Lately, Diebold and Li (2006) adapted the exponential components structure of Nelson and Siegel to model TSIR as a model with 3 parameters evolving dynamically in time. Diebold and Li show that Nelson and Siegel, reinterpreted in light of a dynamic model, despite its simple structure, is able to represent the empirical properties of historically observed TSIR and obtain encouraging results when interest rates forecasts are compared with those of alternative models. These outcomes opened the way to the study of the time series behavior of the factors as well as their relationship with relevant macroeconomic variables. These efforts added an economic content to the Nelson and Siegel approach, which it was lacking initially.

In the original Nelson and Siegel formula, the parameter \( \lambda \) changes in time. Nevertheless, according to Diebold and Li (2006), there is no loss of generality if we assume that \( \lambda \) is constant, \( \lambda = \lambda \) because this parameter only determines the maturity for which the weight associated to the curvature factor is maximized and has no obvious economic interpretation. When we fix \( \lambda \), the characteristic equation of Nelson and Siegel is linear in parameters and so it can be simply estimated by ordinary least squares. In empirical studies, there are three different ways to fix \( \lambda \). The simplest one presets it at an arbitrary value usually ranging from 2 to 3 years. Another approach is to set it equal to the average of the time changing \( \lambda \) that were estimated cross-sectionally over the whole sample period. In the third method, the one we chose to follow in this study, the constant \( \lambda \) is estimated jointly with the other time-changing parameters, within the whole sample, by non-linear least squares.

The three components of the model, i.e. \( \left( \frac{1 - e^{-\tau/\lambda}}{\tau/\lambda}, \frac{1 - e^{-\tau/\lambda}}{\tau/\lambda} - e^{-\tau/\lambda} \right) \) may be interpreted as the weights of each factor. Representing them as a function of maturity, some results are worth mentioning. The weight associated to the first factor is a constant and does not depend on maturity. The weight associated to coefficient \( \beta_{zt} \) is a decreasing function of \( \tau \). The weight of the third coefficient starts at zero for \( \tau = 0 \), increases to intermediate values of \( \tau \), and decreases to zero for long maturities presenting the shape of a concave function of \( \tau \). These results are identical to those obtained with PCA and validate the interpretation of coefficients \( \beta_{zt}, \beta_{zt} \) and \( \beta_{zt} \) as latent factors related with level, steepness and curvature, respectively. Graphically, we can perceive that an increase of \( \beta_{zt} \) raises interest rates equally over all maturities; an increase in \( \beta_{zt} \) raises short-term more than long-term rates and as a result of an increase of \( \beta_{zt} \), intermediate maturities rates are increased more than short and long-term rates.

The following state-space representation can embrace all dynamic models of the Nelson and Siegel type:
\[ y_t = X_t \beta_t + \epsilon_t \]  (measure equation)

\[
\begin{bmatrix}
y_t(\tau_1) \\
y_t(\tau_2) \\
\vdots \\
y_t(\tau_N)
\end{bmatrix} =
\begin{bmatrix}
1 & \frac{1 - e^{-\tau_1 \lambda}}{\tau_1 \lambda} & \frac{1 - e^{-\tau_1 \lambda}}{\tau_1 \lambda} & \cdots & \frac{1 - e^{-\tau_1 \lambda}}{\tau_1 \lambda} \\
1 & \frac{1 - e^{-\tau_2 \lambda}}{\tau_2 \lambda} & \frac{1 - e^{-\tau_2 \lambda}}{\tau_2 \lambda} & \cdots & \frac{1 - e^{-\tau_2 \lambda}}{\tau_2 \lambda} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & \frac{1 - e^{-\tau_N \lambda}}{\tau_N \lambda} & \frac{1 - e^{-\tau_N \lambda}}{\tau_N \lambda} & \cdots & \frac{1 - e^{-\tau_N \lambda}}{\tau_N \lambda}
\end{bmatrix}
\begin{bmatrix}
\beta_{1,t} \\
\beta_{2,t} \\
\beta_{3,t} \\
\vdots \\
\beta_{N,t}
\end{bmatrix} +
\begin{bmatrix}
\epsilon_t(\tau_1) \\
\epsilon_t(\tau_2) \\
\vdots \\
\epsilon_t(\tau_N)
\end{bmatrix}
\]

\[ \beta_t = \mu + \Phi \beta_{t-1} + \nu_t \]  (state or forecast equation)

In case of \( VAR(1) \):

\[
\begin{bmatrix}
\beta_{1,t} \\
\beta_{2,t} \\
\beta_{3,t}
\end{bmatrix} =
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3
\end{bmatrix} +
\begin{bmatrix}
\phi_{11} & \phi_{12} & \phi_{13} \\
\phi_{21} & \phi_{22} & \phi_{23} \\
\phi_{31} & \phi_{32} & \phi_{33}
\end{bmatrix}
\begin{bmatrix}
\beta_{1,t-1} \\
\beta_{2,t-1} \\
\beta_{3,t-1}
\end{bmatrix} +
\begin{bmatrix}
\nu_{1,t} \\
\nu_{2,t} \\
\nu_{3,t}
\end{bmatrix}
\]

In case of \( AR(1) \):

\[
\begin{bmatrix}
\beta_{1,t} \\
\beta_{2,t} \\
\beta_{3,t}
\end{bmatrix} =
\begin{bmatrix}
\mu_1 \\
\mu_2 \\
\mu_3
\end{bmatrix} +
\begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\beta_{1,t-1} \\
\beta_{2,t-1} \\
\beta_{3,t-1}
\end{bmatrix} +
\begin{bmatrix}
\nu_{1,t} \\
\nu_{2,t} \\
\nu_{3,t}
\end{bmatrix}
\]

where \( \begin{bmatrix} \epsilon_t \\ \nu_t \end{bmatrix} \sim N \left( \begin{bmatrix} 0_{N \times 1} \\ 0_{K \times 1} \end{bmatrix}, \begin{bmatrix} H & 0 \\ 0 & Q \end{bmatrix} \right) \)

The measure equation defines the \((T \times N)\) vector of actual interest rates as the sum of factors multiplied by their weights as stated by the model and a vector of normal errors that are independent across maturities. The error variance for each maturity \( \sigma^2_t(\tau_i) \) with \( i = 1, \ldots, N \) compose a \((N \times N)\) diagonal matrix \( H \). The \((K \times 1)\) vector \( \beta \) stands for the factors and \( X_t \) correspond to the \((N \times K)\) matrix of factors' weights that will be time changing only if the decay parameter \( \lambda \) is variable.

The vector \( \mu \) has dimensions \((K \times 1)\) and the matrix \( \Phi \) has dimension \((K \times K)\), and will be diagonal or complete according to whether we specify an \( AR(1) \) or \( VAR(1) \) model, in that order. In the case of a random walk, \( \mu = 0 \) and \( \Phi = 1 \). The errors in the state equation follow a normal distribution with a \((K \times K)\) covariance matrix \( Q \), which we will assume to be complete.

The assumption that matrix \( H \) is diagonal implies that deviations from TSIR are not correlated across maturities. This is common in literature and decreases the number of parameters to be estimated.

The assumption of an unrestricted matrix \( Q \) allows that shocks on the three factors (betas) are correlated although according to the PCA methodology, we do not expect any correlation between factors.
5.4. Estimation Methods

5.4.1 Two-Stage Estimation

In a first stage, the measure equations are estimated in cross-section samples with a regular frequency. Parameter estimators are obtained for each moment of time. In a second stage, the time series dynamics of parameters are specified and estimated as an \( AR(1) \), \( VAR(1) \) or random walk process.

If we assume that the decay parameter is constant, the Nelson and Siegel equation becomes linear and it can be estimated, in the first stage, by ordinary least squares. However, the selection of \( \lambda \) value is not obvious and will always entail some degree of subjectivity.

The alternative is to estimate the decay parameter jointly with other parameters but, in that case, the estimation must make use of non-linear least squares or maximum likelihood methods. As usual in literature, in the second stage, the decay parameters dynamics is not modeled explicitly and we must make use of the constant estimator if we had estimated the system imposing a constant \( \lambda \) or the average of time varying \( \lambda \), if we let it change across time.

In the case that \( \lambda \) is constant, and a non-linear least squares method is used, the objective function to be minimized is the sum of squared deviations between observed and estimated interest rates:

\[
Min_{(\lambda, \beta_1, \beta_2)} \sum_{t=1}^{T} \left[ y_t - \hat{y}_t \right]^2 = Min_{(\lambda, \beta_1, \beta_2, \lambda)} \sum_{t=1}^{T} \left[ y_t - \beta_1 - \beta_2 - \left( 1 - e^{-\lambda t} \right) \frac{1 - e^{-\lambda t}}{\lambda} \right]^2
\]

The previous equation can be estimated using the fminsearch functionality of Matlab® that uses the simplex method of Nelder and Mead (1965). This is a direct search numerical method for minimizing an objective function in a many-dimensional space, using no information from derivatives, which do not exist for this problem.

5.4.2 Kalman Filter

An alternative to the two-stage estimation is to estimate jointly all model parameters in the state-space formulation by maximum likelihood through a Kalman filter. The simultaneous estimation of all parameters in only one stage has advantages in terms of statistical inference over the two-stage estimation. To see this we should notice that the second-stage parameter estimation does not consider the errors of the first stage while the joint estimation of measure and state equations does.

The likelihood of the system given by measure and forecast equations is a function of the set of parameters \( \Theta = (\lambda, \mu, \beta, \Phi, H, Q) \):

\[
L = \sum_{t=1}^{T} \left[ -\frac{1}{2} \ln(2\pi) - \frac{1}{2} \ln |F_{t+1}| - \frac{1}{2} \eta_{t+1}^{-1} \eta_{t+1} \right]
\]

where:
\[ \eta_{t|t-1} = Y_t - Y_{t|t-1} \] stands for the \((N \times 1)\) vector of forecast errors;

\[ Y_{t|t-1} \] stands for the vector of interest rates forecasts given the information available at the moment \(t-1\),

\[ f_{t|t-1} = E[\eta_{t|t-1}\eta'_{t|t-1}] \] corresponds to the covariance matrix of forecast errors.

The parameters are estimated by maximum likelihood:

\[
\text{Max} \left[ -\frac{T}{2} \ln(2\pi \sigma^2) - \frac{1}{2} \sum_{j=1}^{T} \left( \frac{Y_j - \gamma_j(\beta)}{\sigma} \right)^2 \right]
\]

where \[ \hat{\sigma} = \sqrt{\frac{1}{T} \sum_{j=1}^{T} \left[ Y_j - \gamma_j(\beta) \right]^2} \].

The most important danger in the Nelson and Siegel estimation through Kalman Filter is to obtain estimators that are local and not global optima, i.e. the risk of false convergence. The optimization algorithms usually used – non-linear least squares and maximum likelihood – are solved based on initial values. The greater the sensibility of parameter estimators to the initial values used, the greater should be the caution to be employed. For this reason, it is convenient to use a grid of initial values and not only one. If the solution does not converge always to the same value, some scrutiny should be made when selecting the optimum.

Nevertheless, the interpretation of parameters \(\beta_i\) and \(\beta_i\) given before suggests that we should use as initial values the longest maturity interest rate and the difference between this and the shortest maturity interest rate, respectively. Since for \(\beta_i\) and \(\lambda\) there is no specific economic interpretation, several initial values should be used. In the case of parameter \(\lambda\), because it must be positive, it is recommended using a grid of values ranging from 1 to the longest maturity in the data. The bounds of initial values for parameter \(\beta_i\) should be set based on the results of some preliminary estimations\(^6\).

Another practical rule is to use the coefficients estimated at a given date as initial values of the subsequent observation in the sample.

\(^6\) Using this method, Geyer and Mader (1999) allow initial values of \(\beta_2\) to vary between \(-1\) and \(+1\).
Part II: Empirical Analysis

This part of the work begins with a description of the data used in the empirical analysis. In section 7, the results of Nelson and Siegel and PCA estimations are presented. Equipped with the estimated coefficients, TSIR is simulated according to both models. Section 8 analyses the probabilistic distribution of interest rates, spreads between maturities and curvature measured along different points of TSIR. The two models are compared with the characteristics observed in the historical sample. Section 10 concludes this study giving some directions for future research.

6. Data

The inputs to be used in this work are the EURIBOR (Euro Interbank Offered Rate) and swap rates. Given that we are interested in modeling risk-free rates we should be using instead Treasury bills and bonds. Alternatively, the former can be converted in the latest (and vice-versa) through an appropriate modeling of credit spreads, which we will not pursue here. EURIBOR rates are already zero-coupon rates; swap rates will be adequately\(^7\) converted to zero-coupon rates.

There are two ways of proceeding with the empirical analysis. One is to use yields; the other is to convert yields in prices and use them in estimations. Nevertheless, minimization of the sum of squared errors in yields has benefits over prices. Since bond prices for short maturities are insensitive to interest rates \((P_{t,r} = e^{-rt} \text{ tends to 1, when } t \text{ tends to zero independently of interest rate } r)\) and ordinary least squares give more weight to the greatest errors, minimization of errors in prices would give less importance to short-term errors than minimization of errors in interest rates. On the other hand, both methodologies perform equally well in the long-term.

Daily EURIBOR for maturities between 1 month and 1 year, and Euro Swap Rates between 2 years and 10 years, 15, 20, 25 and 30 years were obtained from Reuters®. The data set is comprised of 25 time series, with 2212 observations, covering the time period from 04/01/1999 to 23/08/2007. In a preliminary treatment of data, market rates were converted into continuously compounded rates given market conventions, value dates and considered maturities. Effective terms to maturity for each interest rate were also computed and stored in the database. Figure 1 illustrates the TSIR historical data used in this study.

---

Figure 1: Term Structures of Interest Rates in the period from 04/01/1999 to 23/08/2007

Figure 2 depicts the average, 5th and 95th percentiles, standard deviation and first order autocorrelation for interest rates (upper panel) and the same statistics for their first differences or variations (lower panel).

The average TSIR is upward sloping and concave. Interest rate volatility decreases with maturity and interest rates are rather persistent contrary to their first differences that seem stationary.
7. Estimation Results

In this study, \( \lambda \) (constant) was estimated jointly with the other (time changing) parameters by non-linear least squares, starting from a battery of different initial values. All of them converged to the same solution: 1,8825 years.

In figure 3, we present the sum of squared errors of Nelson and Siegel and 3-factor PCA estimations, for the period covered by the sample. When the whole sample is considered, the PCA methodology is at least as good as Nelson and Siegel, and for the last 500 observations (last 2 years), PCA shows to fit better than the Nelson and Siegel function.

Figure 4 illustrates for given dates, the effective and estimated TSIR by N&S and PCA. In the first four observations, there are no differences between the two methods but in the last two, the PCA fit is visibly better.

When taken together, figures 3 and 4 reveal some difficulty of N&S to capture the shape of TSIR in the most recent period, recommending the use of some extension of the N&S model. The Bliss and Svensson functions reach a better fit but with the burden of overparametrization. The algorithms become dependent on initial values and may not converge to a unique solution.

![Figure 3: Sum of squared errors of N&S and PCA](image)

The preference for Nelson and Siegel (in detriment of Bliss and Svensson functions) prevails in literature and is a consequence of the fact that, from a practical implementation perspective, ordinary least squares is a more straightforward estimation method and does not suffer from convergence and initial values problems which non-linear least squares or maximum likelihood estimations may reveal. On the other
hand, the additional explaining ability of Bliss and Svensson will always be marginal. Finally, a simpler but more intuitive model will be more valuable than a more complex and better-fitting model that lacks economic interpretation or that is unrelated to economic variables.

Figure 4: Effective and Estimated TSIR by N&S and PCA at given dates

<table>
<thead>
<tr>
<th></th>
<th>Average</th>
<th>St. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
<th>Correlation Matrix</th>
<th>AR(-1)</th>
<th>AR(-20)</th>
<th>AR(-250)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Betas</td>
<td>1</td>
<td>0.05337</td>
<td>0.00764</td>
<td>-0.42154</td>
<td>1.92400</td>
<td>0.03743</td>
<td>0.06651</td>
<td>1.000</td>
<td>-0.451</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.02174</td>
<td>0.00962</td>
<td>0.29614</td>
<td>2.12970</td>
<td>-0.03827</td>
<td>0.00082</td>
<td>1.000</td>
<td>0.491</td>
<td>0.998</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.01930</td>
<td>0.01526</td>
<td>-0.05083</td>
<td>1.72700</td>
<td>-0.05517</td>
<td>0.00814</td>
<td>1.000</td>
<td>0.996</td>
<td>0.960</td>
</tr>
<tr>
<td>Factors</td>
<td>1</td>
<td>0.00000</td>
<td>4.61760</td>
<td>0.32666</td>
<td>2.08680</td>
<td>-7.61120</td>
<td>9.64240</td>
<td>1.000</td>
<td>0.000</td>
<td>0.999</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.00000</td>
<td>1.79540</td>
<td>-0.28702</td>
<td>2.32930</td>
<td>-4.08710</td>
<td>3.78740</td>
<td>1.000</td>
<td>0.000</td>
<td>0.997</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.00000</td>
<td>0.63900</td>
<td>0.52234</td>
<td>2.21180</td>
<td>-1.32510</td>
<td>1.62510</td>
<td>1.000</td>
<td>0.994</td>
<td>0.989</td>
</tr>
<tr>
<td>Δ Betas</td>
<td>1</td>
<td>-0.00000</td>
<td>0.00045</td>
<td>0.18884</td>
<td>4.49690</td>
<td>-0.00205</td>
<td>0.00252</td>
<td>1.000</td>
<td>-0.897</td>
<td>-0.041</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.00000</td>
<td>0.00058</td>
<td>-0.34664</td>
<td>6.11960</td>
<td>-0.00384</td>
<td>0.00350</td>
<td>1.000</td>
<td>-0.188</td>
<td>-0.155</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.00001</td>
<td>0.00135</td>
<td>0.43863</td>
<td>5.72430</td>
<td>-0.00529</td>
<td>0.00685</td>
<td>1.000</td>
<td>0.018</td>
<td>-0.013</td>
</tr>
<tr>
<td>Δ Factors</td>
<td>1</td>
<td>0.00259</td>
<td>0.15199</td>
<td>0.29763</td>
<td>4.53510</td>
<td>-0.79955</td>
<td>0.70595</td>
<td>1.000</td>
<td>0.668</td>
<td>-0.604</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-0.00131</td>
<td>0.13598</td>
<td>0.33473</td>
<td>4.70770</td>
<td>0.65357</td>
<td>0.75876</td>
<td>1.000</td>
<td>-0.474</td>
<td>-0.161</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-0.00232</td>
<td>0.06713</td>
<td>-0.61693</td>
<td>6.44750</td>
<td>-0.43160</td>
<td>0.26100</td>
<td>1.000</td>
<td>-0.026</td>
<td>-0.010</td>
</tr>
</tbody>
</table>

Table 1: Descriptive Statistics of N&S Betas and PCA Factors
Figure 5: N&S Betas

Figure 6: PCA Factors (Principal Components)
In figure 5, the beta coefficients of the Nelson and Siegel function are presented for the whole period under study. The beta 2 coefficient which is equal to the difference between the short and the long-term is always negative with the exception of the final period. TSIR is positively sloped but the last 3 years are marked by a continuous reduction of spreads between short and long-terms. In the face of beta 3 behavior, we can say that curvature was almost always negative and when it was positive it showed small values, that is, TSIR was almost always concave and sometimes flat.

Figure 6 displays the three PCA factors or principal components. Although they have different scales or levels, they summarize the same information of N&S betas, as is illustrated in figure 7. When betas are linearly transformed (that is, multiplied by a scalar and a constant is added to the result), the dynamics of betas is comparable to that of factors.

By inspecting the weights associated to betas and factors, as displayed in figure 8, we reach the conclusion that the information conveyed by both methodologies is the same.

The first factor and beta 1 correspond to parallel displacements of TSIR. Shocks on that factor generate variations of equal sign and amplitude over all TSIR. The second factor and beta 2 are responsible for changes in TSIR gradient because shocks on this factor cause displacements of opposite sign in the ends of the curve: short and long-terms. Finally, shocks on the third factor or beta 3 have effects in the ends of the curve of opposite sign of the effect originated on the medium-term of the curve.

The first factor or beta is associated to the level of interest rates; the second and the third to the steepness and curvature, respectively, albeit with different signs in the two methodologies.
After having estimated in a first stage the factors in PCA and betas in N&S, in the second stage they are modeled in time series. Table 2 displays the outcomes of estimation of $AR(1)$ and $VAR(1)$ models, which will be useful in the simulation of TSIR dynamics according to both methodologies.

Considering the small correlation between factors, the $VAR(1)$ model adds little to the explaining power of an $AR(1)$ model, as expected. However, we will use the former because it is slightly richer in information.

8. Simulation Outcomes

In tables 3, 4 and 5, we present some descriptive statistics of the distribution of interest rates for different maturities, of spreads between interest rates of several maturities and some measures of curvature obtained across TSIR span. The selected statistics are: average, standard deviation, skewness and kurtosis coefficients, Jarque-Bera normality test and corresponding probability, minimum and maximum values and 5 and 95-th percentiles.

We compare the historical distribution (the upper panel of the tables) with the distribution of simulated rates at the end of 1 and 5 years (middle and lower panels).

There are no significant differences in the simulations made through both methods: TSIR is typically upward sloping and concave and short-term interest rates are more volatile than long-term ones.
The histograms of interest rates, spreads and curvatures simulated by the N&S methodology are presented in figures 9 (interest rates), 10 (spreads) and 11 (curvatures). As there are no visible differences regarding the outcomes of the PCA methodology, we do not display the related histograms.

At the end of one year, the historical and simulated distributions have similar expected values and standard deviations. The primary difference resides in the shape (skewness and kurtosis) of the distribution: while normality is rejected in historical interest rates, spreads and curvatures, the same is not true for the simulated distributions. One of the main assumptions of simulations is that interest rates follow a normal distribution, which is far from occurring in reality because they typically show positive skewness (they are bounded by the zero value) and excess of kurtosis. Actually, of 2500 generated simulations, it was necessary to eliminate 19 of the N&S method and 21 of the PCA method, because they took negative values at some moment in time (in the following 5 years).

This fact suggests that, if it is intended to enhance the models, the issue that should be given more attention is the non-normality of interest rates, in order to match them with empirical distributions.
<table>
<thead>
<tr>
<th></th>
<th>Beta 1</th>
<th>Beta 2</th>
<th>Beta 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients</td>
<td>0.99922 0.00029 -0.00517</td>
<td>0.00229 0.99523 -0.00676</td>
<td>-0.00086 0.00543 0.99717</td>
</tr>
<tr>
<td></td>
<td>0.99838</td>
<td>0.99936</td>
<td>0.99577</td>
</tr>
<tr>
<td></td>
<td>0.00007 -0.00001 0.00009</td>
<td>0.00008 -0.00001 -0.00007</td>
<td></td>
</tr>
<tr>
<td>T-statistics</td>
<td>708.9 0.2 -1.2</td>
<td>1.9 622.5 -1.8</td>
<td>-1.2 5.8 459.2</td>
</tr>
<tr>
<td></td>
<td>794.8 770.2</td>
<td>527.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.1 -0.1 0.4</td>
<td>1.2 -0.2 -1.5</td>
<td></td>
</tr>
<tr>
<td>Probabilities</td>
<td>0.00 0.87 0.22</td>
<td>0.06 0.00 0.07</td>
<td>0.23 0.00 0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.29 0.95 0.68</td>
<td>0.21 0.86 0.13</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.99652 0.99635 0.99213</td>
<td>0.99652 0.99629 0.99212</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Factor 1</th>
<th>Factor 2</th>
<th>Factor 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficients</td>
<td>0.99966 -0.00081 0.00078</td>
<td>-0.00157 0.99811 -0.00112</td>
<td>-0.02201 0.01853 0.99407</td>
</tr>
<tr>
<td></td>
<td>0.9966</td>
<td>0.99811</td>
<td>0.99407</td>
</tr>
<tr>
<td></td>
<td>0.00259 -0.00131 -0.00023</td>
<td>0.00260 -0.00131 -0.00024</td>
<td></td>
</tr>
<tr>
<td>T-statistics</td>
<td>1433.2 -1.3 2.5</td>
<td>-0.9 621.4 -1.4</td>
<td>-4.4 4.1 446.1</td>
</tr>
<tr>
<td></td>
<td>1427.5</td>
<td>619.1</td>
<td>445.5</td>
</tr>
<tr>
<td></td>
<td>0.8 -0.5 -0.2</td>
<td>0.8 -0.5 -0.2</td>
<td></td>
</tr>
<tr>
<td>Probabilities</td>
<td>0.00 0.20 0.01</td>
<td>0.38 0.00 0.16</td>
<td>0.00 0.00 0.00</td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>0.42 0.65 0.87</td>
<td>0.42 0.65 0.87</td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.99893 0.99432 0.98903</td>
<td>0.99892 0.99427 0.98899</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Estimation Results of $AR(1)$ and $VAR(1)$ models
## Nelson and Siegel Principal Components Analysis

<table>
<thead>
<tr>
<th>History</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc (5%)</th>
<th>Perc (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M</td>
<td>3.132%</td>
<td>0.90%</td>
<td>0.52</td>
<td>2.13</td>
<td>170.0</td>
<td>0.00</td>
<td>2.042%</td>
<td>5.105%</td>
<td>2.101%</td>
</tr>
<tr>
<td>1Y</td>
<td>3.305%</td>
<td>0.91%</td>
<td>0.35</td>
<td>1.97</td>
<td>142.4</td>
<td>0.00</td>
<td>1.937%</td>
<td>5.274%</td>
<td>2.157%</td>
</tr>
<tr>
<td>5Y</td>
<td>4.023%</td>
<td>0.77%</td>
<td>0.24</td>
<td>2.01</td>
<td>111.4</td>
<td>0.00</td>
<td>2.596%</td>
<td>5.629%</td>
<td>2.858%</td>
</tr>
<tr>
<td>10Y</td>
<td>4.560%</td>
<td>0.72%</td>
<td>0.13</td>
<td>1.98</td>
<td>102.8</td>
<td>0.00</td>
<td>3.122%</td>
<td>5.936%</td>
<td>3.408%</td>
</tr>
<tr>
<td>15Y</td>
<td>4.852%</td>
<td>0.72%</td>
<td>0.03</td>
<td>1.94</td>
<td>104.3</td>
<td>0.00</td>
<td>3.428%</td>
<td>6.288%</td>
<td>3.687%</td>
</tr>
<tr>
<td>30Y</td>
<td>5.048%</td>
<td>0.68%</td>
<td>-0.17</td>
<td>1.93</td>
<td>116.9</td>
<td>0.00</td>
<td>3.695%</td>
<td>6.313%</td>
<td>3.928%</td>
</tr>
</tbody>
</table>

At the end of 1 year

<table>
<thead>
<tr>
<th>History</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc (5%)</th>
<th>Perc (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M</td>
<td>3.793%</td>
<td>0.70%</td>
<td>-0.03</td>
<td>2.97</td>
<td>0.4</td>
<td>83.39</td>
<td>1.346%</td>
<td>5.980%</td>
<td>2.620%</td>
</tr>
<tr>
<td>1Y</td>
<td>3.691%</td>
<td>0.72%</td>
<td>-0.06</td>
<td>3.03</td>
<td>1.3</td>
<td>51.09</td>
<td>1.260%</td>
<td>6.175%</td>
<td>2.476%</td>
</tr>
<tr>
<td>5Y</td>
<td>4.192%</td>
<td>0.64%</td>
<td>-0.08</td>
<td>3.04</td>
<td>3.1</td>
<td>21.27</td>
<td>1.889%</td>
<td>6.617%</td>
<td>3.113%</td>
</tr>
<tr>
<td>10Y</td>
<td>4.749%</td>
<td>0.53%</td>
<td>-0.05</td>
<td>2.99</td>
<td>0.9</td>
<td>62.95</td>
<td>2.849%</td>
<td>6.680%</td>
<td>3.867%</td>
</tr>
<tr>
<td>15Y</td>
<td>5.018%</td>
<td>0.49%</td>
<td>0.00</td>
<td>2.96</td>
<td>0.2</td>
<td>88.86</td>
<td>3.201%</td>
<td>6.688%</td>
<td>4.192%</td>
</tr>
<tr>
<td>30Y</td>
<td>5.301%</td>
<td>0.49%</td>
<td>0.04</td>
<td>2.93</td>
<td>1.2</td>
<td>56.13</td>
<td>3.579%</td>
<td>6.846%</td>
<td>4.495%</td>
</tr>
</tbody>
</table>

At the end of 5 years

<table>
<thead>
<tr>
<th>History</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc (5%)</th>
<th>Perc (95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1M</td>
<td>3.442%</td>
<td>0.96%</td>
<td>-0.07</td>
<td>2.99</td>
<td>2.2</td>
<td>33.14</td>
<td>0.079%</td>
<td>6.475%</td>
<td>1.825%</td>
</tr>
<tr>
<td>1Y</td>
<td>3.512%</td>
<td>0.90%</td>
<td>-0.04</td>
<td>2.94</td>
<td>1.2</td>
<td>53.71</td>
<td>0.578%</td>
<td>6.469%</td>
<td>2.003%</td>
</tr>
<tr>
<td>5Y</td>
<td>4.189%</td>
<td>0.76%</td>
<td>-0.01</td>
<td>2.90</td>
<td>1.1</td>
<td>58.12</td>
<td>1.848%</td>
<td>6.799%</td>
<td>2.948%</td>
</tr>
<tr>
<td>10Y</td>
<td>4.719%</td>
<td>0.69%</td>
<td>-0.03</td>
<td>2.96</td>
<td>0.7</td>
<td>72.07</td>
<td>2.439%</td>
<td>7.139%</td>
<td>3.351%</td>
</tr>
<tr>
<td>15Y</td>
<td>4.963%</td>
<td>0.69%</td>
<td>-0.04</td>
<td>2.98</td>
<td>0.7</td>
<td>70.18</td>
<td>2.632%</td>
<td>7.356%</td>
<td>3.812%</td>
</tr>
<tr>
<td>30Y</td>
<td>5.218%</td>
<td>0.71%</td>
<td>-0.04</td>
<td>3.01</td>
<td>0.7</td>
<td>71.73</td>
<td>2.786%</td>
<td>7.579%</td>
<td>4.030%</td>
</tr>
</tbody>
</table>

### Table 3: Simulation outcomes of N&S and PCA – descriptive statistics of interest rates
### Nelson and Siegel Principal Components Analysis

<table>
<thead>
<tr>
<th></th>
<th>Spread</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB</th>
<th>Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc.(5%)</th>
<th>Perc.(95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5Y-1Y</td>
<td>0.718%</td>
<td>0.42%</td>
<td>-0.13</td>
<td>1.98</td>
<td>101.8</td>
<td>0.00%</td>
<td>-0.344%</td>
<td>1.594%</td>
<td>0.016%</td>
<td>1.335%</td>
<td></td>
</tr>
<tr>
<td>10Y-1Y</td>
<td>1.255%</td>
<td>0.62%</td>
<td>-0.37</td>
<td>2.07</td>
<td>131.1</td>
<td>0.00%</td>
<td>-0.209%</td>
<td>2.335%</td>
<td>0.110%</td>
<td>2.109%</td>
<td></td>
</tr>
<tr>
<td>15Y-1Y</td>
<td>1.547%</td>
<td>0.72%</td>
<td>-0.39</td>
<td>2.12</td>
<td>128.4</td>
<td>0.00%</td>
<td>-0.048%</td>
<td>2.776%</td>
<td>0.207%</td>
<td>2.523%</td>
<td></td>
</tr>
<tr>
<td>5Y-1M</td>
<td>0.891%</td>
<td>0.53%</td>
<td>0.23</td>
<td>2.55</td>
<td>38.4</td>
<td>0.00%</td>
<td>-0.254%</td>
<td>2.382%</td>
<td>0.024%</td>
<td>1.798%</td>
<td></td>
</tr>
<tr>
<td>10Y-1M</td>
<td>1.428%</td>
<td>0.65%</td>
<td>0.09</td>
<td>2.27</td>
<td>52.3</td>
<td>0.00%</td>
<td>0.025%</td>
<td>3.008%</td>
<td>0.398%</td>
<td>2.431%</td>
<td></td>
</tr>
<tr>
<td>15Y-1M</td>
<td>1.720%</td>
<td>0.72%</td>
<td>0.01</td>
<td>2.24</td>
<td>53.7</td>
<td>0.00%</td>
<td>0.186%</td>
<td>3.394%</td>
<td>0.566%</td>
<td>2.779%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Spread</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB</th>
<th>Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc.(5%)</th>
<th>Perc.(95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5Y-1Y</td>
<td>0.500%</td>
<td>0.33%</td>
<td>-0.02</td>
<td>2.97</td>
<td>101.8</td>
<td>0.00%</td>
<td>-0.759%</td>
<td>1.506%</td>
<td>-0.043%</td>
<td>1.029%</td>
<td></td>
</tr>
<tr>
<td>10Y-1Y</td>
<td>1.058%</td>
<td>0.51%</td>
<td>-0.07</td>
<td>2.96</td>
<td>131.1</td>
<td>0.00%</td>
<td>-0.745%</td>
<td>2.695%</td>
<td>0.196%</td>
<td>1.884%</td>
<td></td>
</tr>
<tr>
<td>15Y-1Y</td>
<td>1.326%</td>
<td>0.61%</td>
<td>-0.07</td>
<td>2.97</td>
<td>128.4</td>
<td>0.00%</td>
<td>-0.693%</td>
<td>3.311%</td>
<td>0.301%</td>
<td>2.314%</td>
<td></td>
</tr>
<tr>
<td>5Y-1M</td>
<td>0.399%</td>
<td>0.49%</td>
<td>0.04</td>
<td>3.00</td>
<td>38.4</td>
<td>0.00%</td>
<td>-1.402%</td>
<td>2.002%</td>
<td>-0.396%</td>
<td>1.215%</td>
<td></td>
</tr>
<tr>
<td>10Y-1M</td>
<td>0.957%</td>
<td>0.61%</td>
<td>-0.02</td>
<td>2.96</td>
<td>52.3</td>
<td>0.00%</td>
<td>-1.388%</td>
<td>2.827%</td>
<td>-0.061%</td>
<td>1.941%</td>
<td></td>
</tr>
<tr>
<td>15Y-1M</td>
<td>1.225%</td>
<td>0.68%</td>
<td>-0.04</td>
<td>2.96</td>
<td>53.7</td>
<td>0.00%</td>
<td>-1.336%</td>
<td>3.268%</td>
<td>0.108%</td>
<td>2.326%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Spread</th>
<th>Average</th>
<th>Standard Deviation</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>JB</th>
<th>Prob</th>
<th>Min</th>
<th>Max</th>
<th>Perc.(5%)</th>
<th>Perc.(95%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5Y-1Y</td>
<td>0.676%</td>
<td>0.41%</td>
<td>0.03</td>
<td>2.93</td>
<td>0.8664%</td>
<td>-0.606%</td>
<td>2.211%</td>
<td>0.007%</td>
<td>1.346%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10Y-1Y</td>
<td>1.207%</td>
<td>0.62%</td>
<td>0.05</td>
<td>2.95</td>
<td>0.6302%</td>
<td>-0.791%</td>
<td>3.330%</td>
<td>0.198%</td>
<td>2.221%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15Y-1Y</td>
<td>1.451%</td>
<td>0.73%</td>
<td>0.06</td>
<td>2.96</td>
<td>1.0597%</td>
<td>-0.978%</td>
<td>3.832%</td>
<td>0.260%</td>
<td>2.642%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5Y-1M</td>
<td>0.746%</td>
<td>0.61%</td>
<td>0.01</td>
<td>2.94</td>
<td>1.1566%</td>
<td>-1.257%</td>
<td>3.009%</td>
<td>-0.253%</td>
<td>1.733%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10Y-1M</td>
<td>1.277%</td>
<td>0.76%</td>
<td>0.03</td>
<td>2.93</td>
<td>1.2535%</td>
<td>-1.115%</td>
<td>4.128%</td>
<td>0.027%</td>
<td>2.526%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15Y-1M</td>
<td>1.520%</td>
<td>0.84%</td>
<td>0.04</td>
<td>2.93</td>
<td>1.5109%</td>
<td>-1.120%</td>
<td>4.595%</td>
<td>0.152%</td>
<td>2.882%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Simulation outcomes of N&S and PCA – descriptive statistics of spreads
Table 5: Simulation outcomes of N&S and PCA – descriptive statistics of curvatures

<table>
<thead>
<tr>
<th>Historical</th>
<th>Nelson and Siegel</th>
<th>Principal Components Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>2*5Y-(1Y+10Y)</td>
<td>0.182% 0.28% 0.27 2.07 106.1</td>
<td>0.182% 0.28% 0.27 2.07 106.1</td>
</tr>
<tr>
<td>2*10Y-(5Y+15Y)</td>
<td>0.245% 0.14% -0.41 2.07 142.7</td>
<td>0.245% 0.14% -0.41 2.07 142.7</td>
</tr>
<tr>
<td>2*15Y-(10Y+20Y)</td>
<td>0.137% 0.07% 10.5 18.63 22859.0</td>
<td>0.137% 0.07% 10.5 18.63 22859.0</td>
</tr>
<tr>
<td>2*5Y-(1M+10Y)</td>
<td>0.355% 0.50% -0.01 2.51 22.3</td>
<td>0.355% 0.50% -0.01 2.51 22.3</td>
</tr>
<tr>
<td>2*10Y-(1M+20Y)</td>
<td>0.981% 0.60% 0.22 2.50 41.5</td>
<td>0.981% 0.60% 0.22 2.50 41.5</td>
</tr>
<tr>
<td>2*15Y-(1M+30Y)</td>
<td>1.524% 0.68% 0.21 2.48 40.9</td>
<td>1.524% 0.68% 0.21 2.48 40.9</td>
</tr>
<tr>
<td>2*5Y-(1Y+10Y)</td>
<td>-0.058% 0.25% 0.06 3.05 1.8</td>
<td>-0.058% 0.25% 0.06 3.05 1.8</td>
</tr>
<tr>
<td>2*10Y-(5Y+15Y)</td>
<td>0.290% 0.12% 0.07 2.97 2.4</td>
<td>0.290% 0.12% 0.07 2.97 2.4</td>
</tr>
<tr>
<td>2*15Y-(10Y+20Y)</td>
<td>0.127% 0.05% 0.06 2.97 1.5</td>
<td>0.127% 0.05% 0.06 2.97 1.5</td>
</tr>
<tr>
<td>2*5Y-(1M+10Y)</td>
<td>-0.159% 0.47% 0.06 3.05 1.7</td>
<td>-0.159% 0.47% 0.06 3.05 1.7</td>
</tr>
<tr>
<td>2*10Y-(1M+20Y)</td>
<td>0.548% 0.53% 0.03 2.99 0.3</td>
<td>0.548% 0.53% 0.03 2.99 0.3</td>
</tr>
<tr>
<td>2*15Y-(1M+30Y)</td>
<td>0.941% 0.61% 0.02 2.97 0.3</td>
<td>0.941% 0.61% 0.02 2.97 0.3</td>
</tr>
<tr>
<td>2*5Y-(1Y+10Y)</td>
<td>0.146% 0.30% -0.03 2.99 0.5</td>
<td>0.146% 0.30% -0.03 2.99 0.5</td>
</tr>
<tr>
<td>2*10Y-(5Y+15Y)</td>
<td>0.287% 0.14% 0.06 3.00 1.5</td>
<td>0.287% 0.14% 0.06 3.00 1.5</td>
</tr>
<tr>
<td>2*15Y-(10Y+20Y)</td>
<td>0.116% 0.06% 0.06 3.01 1.5</td>
<td>0.116% 0.06% 0.06 3.01 1.5</td>
</tr>
<tr>
<td>2*5Y-(1M+10Y)</td>
<td>0.215% 0.55% -0.04 3.00 0.6</td>
<td>0.215% 0.55% -0.04 3.00 0.6</td>
</tr>
<tr>
<td>2*10Y-(1M+20Y)</td>
<td>0.906% 0.67% 0.01 2.94 0.5</td>
<td>0.906% 0.67% 0.01 2.94 0.5</td>
</tr>
<tr>
<td>2*15Y-(1M+30Y)</td>
<td>1.265% 0.76% 0.03 2.93 1.1</td>
<td>1.265% 0.76% 0.03 2.93 1.1</td>
</tr>
<tr>
<td>At the end of 5 years</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figure 9: Simulation outcomes of N&S – histograms of interest rates
Figure 10: Simulation outcomes of N&S – histograms of spreads
Figure 11: Simulation outcomes of N&S – histograms of curvatures
9. Conclusion

This study had the purpose of modeling and performing scenario analysis of the TSIR with the N&S approach.

In its essence, this methodology has strong similarities with PCA, which are illustrated with the results of estimations and simulations presented along the text. PCA would have some gains over N&S in what regards the “in-sample” fit to observed TSIR, in large measure due to having more degrees of freedom (weights and factors) than N&S (whose weights are parameterized). On the other hand, the N&S approach benefits from generating non-negative forward rates across all maturity spectrum, while we do not know in what measure PCA simulations are exposed to this possibility, given that they are not necessarily smooth as are those simulated by the N&S methodology.

With the exception made for skewness and kurtosis, the simulations presented in this work successfully describe the historical distribution of interest rates, spreads and curvatures. This applies to whatever time horizon we choose to make the simulations. The best improvements that could be brought to the models are those that could replicate the historically observed non-normality of interest rates.

Finally, and considering the remark that has just been made, the N&S methodology is reliable to simulate TSIR.

10. Further Research

As said before, improvements can be made to this study by analyzing the additional explaining power of Nelson and Siegel extensions, in the research line of Pooter (2007). The third factor explains less than the second and a fourth factor would explain less than the third. Having in mind the PCA results, we should expect a fourth factor to have little incremental explaining power. On the other hand, problems and difficulties in the estimation of models with more parameters are extensively documented in the literature: potential non-identification issues, non-convergence and dependence on initial values.

Another improvement would be to make the decay parameter time-dependent. According to Pooter (2007) results, the improvement in the fitting of the model when we allow the decay parameter to vary is less than when we add a fourth factor related to the curvature.
Finally, we should consider in the models the interactions between the evolution of TSIR and fundamental macro variables, such as inflation expectations and the output gap. We know that the level of TSIR is related with inflation (as proxy of inflation expectations) and the slope is linked to the cyclical dynamics of the economy given by the proportion of installed productive capacity that is actually used, for instance.

In the case of the third factor, there are no suggestions of related macro variables in current literature, although given the pace of scientific production in this area more results are expected soon.
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